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Robotic Manipulation in Embodied AI

● Goal: Perceive and manipulate objects to complete designated tasks.

● Challenge: Real-world manipulation requires generalization to unseen scenarios.

→ To support this, ARNOLD provides novel objects, scenes, and goal states in evaluation.



Foundation Model for Robotic Manipulation
● Foundation models are a promising approach to generalization in robotic manipulation.
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● However, even these models require fine-tuning data to optimize for specific tasks.
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● The scale and variety of training data for effective fine-tuning is still underexplored.
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Exploring Data Requirements for Fine-Tuning
● In this challenge, we investigate:

    We explore strategies to generate training data effective for agent learning.

슬라이드 2에서 real-world에서 robotic manipulation을 잘하기 위한 generalization이 아주 중요하다고 언급하면서 
아놀드에도 이러한 일반화를 반영하려고 novel object/scene/state 가 시험 단계에 포함되어 있다는 것 정도 언급해주고 
(구체적인 평가 방법 언급 x)
슬라이드 3에선 이러한 일반화를 위해 잘 알려진 방법이 robotic foundation model이지만, 이러한 foundation model 조차 
특수 task에 최적화 하기 위해선 미세조정을 위한 일정 수준의 training data가 필요하고, 이러한 training data의 적절한 
샘플 수, 다양성 등에 대한 연구는 아직 미흡한 수준이라 하고.
슬라이드 4에선 우리는 이번 챌린지에서 DynScene이라는 로봇 조작 장면 생성 방법을 제안하면서, 이러한 미세조정을 
위한 적절한 training data에 대한 탐구했다.

[1] Sangmin Lee, Sungyong Park, and Heewon Kim, "DynScene: Scalable Generation of Dynamic Robotic Manipulation Scenes for Embodied AI", CVPR 2025.

● Our solution: DynScene [1] - robotic manipulation scene generation method enabling 
scalable dataset creation.



Proposed Method : DynScene
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Part 1: Static Scene Generation
● Overview ● Diffusion model effectively generates realistic static scenes aligned with instructions.
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● However, requires refinement for physical plausibility and task accessibility.

● Layout Sampling  (eq.6)

● Quaternion Quantization (eq.7) 
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● However, requires refinement for physical plausibility and task accessibility.

● Layout Sampling  (eq.6)

● Quaternion Quantization (eq.7) 



Part 2: Action Generation and Augmentation
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● Action generation uses diffusion model conditioned 

on static scenes.



Part3: Filtering Invalid Dynamic Scenes
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● Inaccurate actions can degrade agent performance and cause task failures.
● Generated dynamic scenes undergo physics simulation verification in NVIDIA Isaac Sim.

Only successful scenes pass

High-quality data 
improves performance.



 Implementation Details

Training OpenVLA with state interpolation augmentation

State Interpolation 
(3rd place in 2024)

OpenVLA [2]

[2] Kim et al., "OpenVLA: An Open-Source Vision-Language-Action Model", arXiv:2406.09246 (2024).



Results

● We trained foundation models using DynScene-generated data.
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